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ABSTRACT. This work is focused on the numerical implementation of thermo-viscoplastic constitutive equations in small and finite strain contexts using FEM. A length scale parameter is introduced implicitly through viscosity in order to address strain localization in the (initial) boundary value problems. The mathematical structure of the infinitesimal viscoplasticity theory is concise and similar to that of the finite strain theory. These characteristics make the numerical implementation of this theory easy. The proposed numerical algorithms are implemented in such a way that the extension from the standard small strain FEM code to the finite strain analysis is straightforward. An extension to the viscoplastic range of the classical radial return algorithm for plasticity is developed. Numerical examples prove the excellent performance of the present framework in describing the strain localization problem.

KEYWORDS: Viscoplasticity; Finite Strain; Localization; Isotropic-Kinematic Hardening.

1. Introduction

Experimental observations of the plastic behavior of various materials reveal the existence of localization phenomena. This phenomenon is observed on a wide class of engineering materials including metals, concrete, rock, and soil, and is a characteristic feature of inelastic deformations. Strain localization is a notion describing a deformation mode, in which the whole deformation of a material structure occurs in one or more narrow bands, while the rest of the structure usually exhibits unloading. The width and direction of localization bands depend on the
material parameters, geometry, boundary conditions, loading distribution, and loading rate.

The strain localization behavior cannot be characterized using the classical inelasticity theory as it does not incorporate material length scales and consequently it cannot predict mesh-insensitivities. However, the developed elasto-viscoinelasticity theory (Perzyna, 1966) can be used for this purpose. Rate dependency (viscosity) allows the spatial difference operator in the governing equations to retain its ellipticity and the initial value problem (the Cauchy problem) is well-posed. Viscosity introduces implicitly a length-scale parameter into the dynamic initial-boundary value problem (e.g. Duszek-Perzyna and Perzyna, 1998; Dornowski and Perzyna, 2000), such that:

$$\lambda = \frac{c}{\rho}$$

where $$\lambda$$ denotes the velocity of the propagation of the elastic waves in the material, $$c$$ is the Young’s modulus, $$\rho$$ is the mass density, and $$\eta$$ is the relaxation time for the mechanical disturbances which is directly related to the viscosity of the material. The proportionality factor $$\lambda$$ depends on the particular initial-boundary value problem under consideration and may also depend on the microscopic properties of the material. Sluys (1992) has also demonstrated that this viscous length scale effect can be related to the spatial attenuation of waves that have real wave speeds in the softening regime.

Consequently, any rate dependence in the constitutive law combined with inertial effects introduces a length scale. This effect gives the possibility to obtain mesh-insensitive results (e.g. Needleman, 1988; Loret and Prevost, 1990; Prevost and Loret, 1990; Sluys, 1992; Wang et al., 1996, 1997, 1998; Duzek-Perzyna and Perzyna, 1998; Wang and Sluys, 2000; Dornowski and Perzyna, 2000, Glema et al., 2000). The rate-independent inelastic response is obtained as a limit case when the relaxation time is equal to zero, i.e. $$\eta = 0$$; hence, the theory of viscoelasticity offers the localization limiter (or regularization procedure) for the solution of dynamic initial-boundary value problems under different type of loadings. Furthermore, the size of the localized zones in which high strain gradients prevail and strain accumulation take place, is proportional to the length scale parameter $$\ell$$, which is the distance the elastic wave travels in the characteristic time $$\eta$$ (Sluys, 1992). Viscosity can thus be considered either as a regularization parameter (computational point of view), or as a micromechanical parameter to be determined from observed shear-band widths (physical point of view).

The purpose of this study is to demonstrate the regularization nature and significance of the viscoplasticity assumption in initial boundary value problems as a localization limiter, i.e. as means of preserving the well-posedness and discretization sensitivity in (initial) boundary value problems for strain softening media. Of particular interest are ill-posed (initial) boundary value problems in
elasto-viscoinelastic solids that lack solutions with continuous displacements. Therefore, attention is focused on materials with negative (strain softening) hardenings. However, it is imperative to emphasize that for multidimensional constitutive descriptions of plastic flow, finite deformation, strain softening and/or perfect plasticity/damage models are neither necessary nor sufficient for ill-posedness (Wang and Sluys, 2000).

It is worth to mention that there are several other approaches that can be used to preserve the well-posedness of the governing equations of the softening media. These approaches explicitly introduce material length scales into the constitutive equations. For example, non-local theory (Pijaudier-Cabot and Bazant, 1987; Bazant and Pijaudier-Cabot, 1988) and gradient-dependent theory (Aifantis, 1984) were used as localization limiters by many researchers (e.g. de Borst and Mühlhaus, 1992; de Borst and Pamin, 1996; Wang et al., 1998; Ramaswamy and Aravas, 1998a,b; Geers et al., 2000; Nedjar, 2001; Jirásek and Rolshoven, 2003; Voyiadjis et al., 2003, 2004; Abu Al-Rub and Voyiadjis, 2005). For a comprehensive review of these approaches consult Abu Al-Rub (2004). These approaches can be easily adapted to the proposed model, but the matter is beyond the scopes and the limits of the present paper (see e.g. Voyiadjis et al., 2003, 2004).

Unified update algorithms for thermo-elasto-viscoplastic constitutive equations for metals subjected to small or large deformations are developed. These constitutive equations were mathematically formulated based on the thermodynamic principles by Voyiadjis et al. (2004). Isotropic and kinematic hardenings are included in the constitutive frame. This paper focuses on the numerical part of these equations. Several computational frameworks are presented here for small-strain thermo-elasto-viscoplasticity and their direct and simple extension to finite deformations. The proposed unified integration algorithms are extensions of the classical rate-independent radial return scheme to the rate-dependent problems. Therefore, the same algorithms are able to integrate both elasto-plastic and elasto-viscoplastic models. These algorithms are very inexpensive and continuum and consistent tangent moduli can be obtained in closed forms. Furthermore, a trivially incrementally objective integration scheme is established for the rate constitutive relations. The proposed finite deformation scheme is based on hypoelastic stress-strain representations and the proposed elastic predictor-viscoplastic corrector algorithm allows for total uncoupling of geometrical and material nonlinearities. It is based on a geometrically, incrementally objective, elastic predictor, followed by a return mapping algorithm, on a frozen configuration that is totally identical to the return algorithm of the equivalent constitutive model in the small strain framework. As in the small strain model the total rate of deformation is viewed as the sum of the elastic and of the viscoplastic parts. The attributes that we strive for in this work are obtaining mesh objective results and ease of computer implementation. This computational framework has been implemented in ABAQUS and it has been used to simulate strain localization and material instability problems.

Along these lines, some authors were successful in achieving some of the above desirable objectives. See for example the works of Wang and Sluys (2000), Chaboche and Cailletaud (1996), Carosio et al. (2000), Heeres et al. (2002), Ponthot
Although all of the finite strain/viscoplastic laws proposed in these works can reduce automatically to the corresponding infinitesimal/plastic theories at small deformations and small strain rates, most of them have complicated mathematical forms and are not direct analogies of the small deformation and rate-independent theories. The complicated mathematical structures usually cause complicated procedures in numerical implementation. In this paper we are trying to overcome some of these numerical difficulties.

The outline of this paper is as follows: in Section 2 the recently proposed constitutive equations by Voyiadjis et al. (2004) for thermo-elasto-viscoplastic materials are recalled. Rate-dependent consistency condition is proposed for dynamic related problems in Section 3. The computational algorithms for implementing such an approach in the well-known finite element code ABAQUS (2003) are discussed thoroughly in this section. Closed form expressions for the continuum and consistent elasto-viscoplastic moduli are derived in Section 4. In Section 5, the extension of a small deformation material model to finite deformation problems is discussed. The updated Lagrangian formulation is adopted in the formulation of the kinematics. In Section 6, numerical examples of localization behavior are presented in order to show the validity of the proposed viscoplastic consistency and finite strain approaches.

2. Constitutive Equations

In this section, we outline a summary of the thermodynamically derived constitutive equations by Voyiadjis et al. (2004) neglecting the damage effect and the strain gradient effect. The following set of constitutive equations for thermo-elasto-viscoplastic continuum, will be integrated numerically in the subsequent sections.

Adapting the standard additive decomposition of strain rates \( \dot{\varepsilon} \) into an elastic part \( \dot{\varepsilon}^e \) and a plastic part \( \dot{\varepsilon}^p \), the stress rate can be written as

\[
\dot{\sigma} = E : \left( \dot{\varepsilon} - \dot{\varepsilon}^p \right)
\]

where \( : \) stands for tensor contraction and \( E \) is the fourth-order elasticity tensor, which is temperature independent and can be given as

\[
E_{ijkl} = K \delta_i \delta_j \delta_k \delta_l + 2G \left( \delta_i \delta_j - \delta_i \delta_l / 3 \right)
\]

where \( K \) is the bulk-modulus, \( G \) is the shear-modulus, and \( \delta \) is the Kronecker delta. The mechanical strain \( \varepsilon \) is equal to the total strain minus the thermal strain. The dynamic yield surface, \( f \), is expressed as follows

\[
f = \sqrt{\frac{1}{2} (\dot{\varepsilon}^Y - \dot{\varepsilon}^Y)^2} \leq 0
\]

where \( \dot{\varepsilon}^Y \) is the yield strain rate.
where $\tau$ is the deviatoric component of the Cauchy stress tensor $\sigma$ (i.e. $\tau_{ij} = \sigma_{ij} - \frac{1}{2} \delta_{ij} \sigma_{kk}$), $X$ is the back-stress tensor or the kinematic hardening conjugate force, $\sigma_{yp}$ is the initial yield stress at the reference temperature $T = T_0$, $R$ is the isotropic hardening conjugate force, $\eta^{vp}$ is the viscoplasticity relaxation time, $\dot{\varepsilon}^{vp} = \dot{\varepsilon}^{vp} / \eta^{vp}$ is the effective plastic strain, $m$ is the strain-rate hardening exponent, $m_T$ is the melting temperature, and $n$ is the temperature-softening exponent.

This criterion is a generalization of the classical von-Mises yield criterion of rate-independent materials to rate-dependent materials. The former can be simply recovered by imposing $\eta^{vp} = 0$ (no viscosity effect), so that one has the plasticity case $f \leq 0$. Therefore, the admissible stress states are constrained to remain on or within the elastic domain, so that one has similar to rate-independent plasticity $f \leq 0$. However, during the unloading process for rate dependent behavior, $f < 0$ and for a particular strain-rate does not imply that the material is in the elastic domain, but it may also be in a viscoplastic state with a smaller strain-rate. The extended criterion given by Eq. [4] will play a crucial role in the dynamic finite element formulation described hereafter. It also allows a generalization of the standard Kuhn-Tucker loading/unloading conditions:

$$f \leq 0, \quad \dot{\lambda}^v \geq 0, \quad \dot{\lambda}^v f = 0, \quad \dot{\lambda}^v f = 0$$  \[5\]

where $\dot{\lambda}^v$ is the viscoplastic multiplier. The dynamic yield surface $f$ can expand and shrink not only by softening or hardening effects, but also due to softening/hardening rate effects. Moreover, the right-hand-side of $f$ defines the flow stress as a function of strain, strain-rate, and temperature and it converges to a great extent to the constitutive laws of Johnson and Cook (1985), Zerilli and Armstrong (1987), and Voyiadjis and Abed (2005).

It should be mentioned that the proposed rate- and temperature-dependent yield condition, Eq. [4], has a consistency condition (Kuhn-Tucker loading/unloading condition, Eq. [5]). This means that the stress remains on the yield surface, which is different from the well-known overstress laws of Perzyna (1966) and Duvant-Lions (1972). The proposed model has the advantage in comparison with the overstress models that it can be easily implemented in the classical rate-independent plasticity.

The kinematic hardening rule, $X$, that appears in Eq. [4] can be expressed using the Chaboche and Rousselier (1983) series, which was thermodynamically derived by Chaboche (1991), such that

$$X = \sum_{k=1}^{M} X^{(k)}$$  \[6\]
where $M$ being the number of desired kinematic hardening components, where each component is made to evolve independently using the Armstrong and Frederick (1966) rule and is given by

$$\dot{X}^{(k)} = \frac{3}{2} C^{(k)} \dot{\varepsilon} - \gamma^{(k)} X^{(k)} \dot{p} \tag{7}$$

A more general kinematic hardening rule was derived thermodynamically by Voyiadjis and Abu Al-Rub (2003) in which Eq. (4) is a special case of that rule. The material constants $C^{(k)}$ and $\gamma^{(k)}$ ($k = 1, 2, ..., M$), which can be identified based on the stress-strain data obtained from the half cycle of the uniaxial tension or compression experiments (Voyiadjis and Abu Al-Rub, 2003). The isotropic hardening rule, $R$, appears in Eq. [4] is evolved as follows

$$\dot{R} = b (Q - R) \dot{p} \tag{8}$$

where $b$ and $Q$ are material constants. Eq. [8] was proposed by Chaboche (1991) and thermodynamically derived by Voyiadjis and Abu Al-Rub (2003) and coupled to damage evolution by Voyiadjis et al. (2003).

A local increase in temperature may influence the material behavior during deformation, which demands the inclusion of temperature in the constitutive modeling of the material. The thermomechanical heat balance equation for adiabatic conditions is expressed as follows:

$$\rho c_p \dot{T} = Y \sigma : \dot{\varepsilon} - \gamma X - \dot{\alpha} - R \dot{p} \tag{9}$$

where $\rho$ is the material density, $c_p$ is the specific heat at constant pressure, $Y$ is the fraction of the viscoelastic work rate converted to heat, and $\dot{\alpha} = \dot{\lambda} \sigma / \partial \sigma$ is the flux variable associated with the kinematic hardening. We adapt an associated flow rule for the evolution of the viscoplastic strain as

$$\dot{\varepsilon} = \dot{\lambda} \dot{\sigma} \tag{10}$$

where $\dot{\sigma} = \partial f / \partial \sigma$ is the gradient to the yield surface $f$, and is given by

$$\dot{N} = \sqrt{2} \dot{\sigma} / \sqrt{2} \sigma$$

The evolution law in Eq. [8] can be used as an isotropic hardening law or isotropic softening law if the $Q$ parameter, which characterizes the hardening/softening saturation level, is expressed as follows (Chaboche, 1991):

$$Q = Q_{ut} + (Q_u - Q_{ut}) \exp(-q\dot{p}) \tag{12}$$
where \( Q_u \), \( Q_s \), and \( q \) are material constants. Figure 1 shows how Eq. [8] with the aid of the above expression can be used as a hardening or softening law. Therefore, the evolution of the state variable \( R \) allows the modeling of cyclic hardening or softening behavior.

\[
\begin{align*}
1 & : Q = Q_u + (Q_s - Q_u) \exp(-qp), \\
2 & : Q = Q_u + (Q_s - Q_u) \exp(qp), \\
3 & : Q = Q_u, \\
4 & : Q = Q_u + (Q_s - Q_u) \exp(\pm qp).
\end{align*}
\]

Figure 1. Behavior of the work-hardening-softening law Eq. [8]. (a) \( 1 \) \( Q = Q_u + (Q_s - Q_u) \exp(-qp) \), \( 2 \) \( Q = Q_u + (Q_s - Q_u) \exp(qp) \), \( 3 \) \( Q = 0 \), \( 4 \) \( Q = Q_u + (Q_s - Q_u) \exp(\pm qp) \).

3. Time Integration Procedure

In this section a new implicit stress integration algorithm is proposed based on the radial return method and backward Euler integration. The radial return is now extensively used in finite element codes for large-scale computations of elasto-plastic behavior (see Simo and Hughes (1998) and Belytschko et al. (2000) for a review of the many works that used this method). This integration algorithm is inexpensive and accurate. In addition, it allows the writing down of a closed-form expression for the consistent (algorithmic) tangent modulus. Use of this consistent modulus (and not the continuum modulus) for the establishment of the global tangent stiffness matrix is essential in preserving the quadratic rate of convergence in Newton-Raphson’s procedure required by implicit algorithms. In the following, we will extend the radial return algorithm of thermo-elasto-plasticity to thermo-elasto-viscoplasticity. This stress update algorithm treats the elasto-plastic and elasto-viscoplastic problem in a unified way. The algorithm is unified in a sense that the same routines are able to integrate both thermo-elasto-plastic and thermo-elasto-viscoplastic models by simply setting the viscosity parameter, \( \eta'' \), to zero. Another unified approach was proposed by Chaboche and Cailletaud (1996) for integrating plasticity and viscoplasticity models.
For the interval from step \( n \) to \( n + 1 \), the backward Euler method enables the proposed constitutive model in Section 2 to be discretized as follows:

\[
f_{n+1} = \sqrt{\frac{E}{n}} \left[ \mathbf{r}_{n+1} - \mathbf{X}_{n+1} \right] - \left[ \sigma_{yp} + R_{n+1} \right] \left[ 1 + \left( \eta \frac{\Delta p}{\Delta t} \right)^{\mu/\nu} \right] \left[ 1 - \left( T_{n+1} / T_n \right)^s \right] = 0 \tag{13}
\]

where the evolution equations of the isotropic hardening, kinematic hardening, temperature, and viscoplastic strain are given by:

\[
X_{n+1} = \sum_{k=1}^{M} X^{(k)}_{n+1} \tag{14}
\]

\[
X^{(k)}_{n+1} = X^{(k)}_{n} + \frac{2}{7} C^{(k)} \Delta \mathbf{\varepsilon}^p - \gamma^{(k)} X^{(k)}_{n} \Delta p \tag{15}
\]

\[
R_{n+1} = R_n + b \left[ Q - R_{n+1} \right] \Delta p \tag{16}
\]

\[
\rho c_p \Delta T = Y \sigma_n \cdot \Delta \mathbf{\varepsilon}^p - X_n \cdot \Delta \mathbf{\alpha} - R_n \Delta p \tag{17}
\]

\[
\Delta \mathbf{\varepsilon}^p = \Delta \lambda^p N_{n+1} \tag{18}
\]

\[
N_{n+1} = \sqrt{2/\pi} (r_{n+1} - X_{n+1}) \left/ \|r_{n+1} - X_{n+1}\| \right. \tag{19}
\]

For \( J_2 \)-flow theory we can simply set \( \Delta p = \Delta \lambda^p \). If the variables at time \( t_n \) (i.e. step \( n \)), such as \( \sigma_n \), \( \mathbf{\varepsilon}_n \), \( X_n \), \( X^{(k)} \), \( T_n \), \( R_n \), etc., are assumed to have been determined and the values of \( \Delta \mathbf{\varepsilon} \) and \( \Delta t \) are given, then \( \sigma_{n+1} \) that satisfies the discretized constitutive equations can be solved. In the following, an elastic predictor-plastic corrector method (radial return mapping algorithm) is used. However, here we will extend this method to the time-dependent case. In the first step, the elastic predictor problem is solved with initial conditions that are the converged values of the previous time step while keeping irreversible variables frozen. This produces a trial elastic stress state \( \sigma^e \) which, if outside the yield surface \( f \) is taken as the initial conditions for the solution of the viscoplastic corrector problem. The scope of this second step is to restore the consistency condition by returning back the trial stress to the generalized yield surface \( f \).

### 3.1. Return mapping algorithm: radial return method

#### 3.1.1 Elastic predictor

The elastic predictor can be tentatively obtained by assuming the entire strain increment \( \Delta \mathbf{\varepsilon} \) as elastic, such that

\[
\sigma^e_{n+1} = \sigma_n + E : \Delta \mathbf{\varepsilon} \tag{20}
\]

For this tentative stress state, the yield criterion is given by:
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where \( r_{n+1} = \sigma_{n+1} - \frac{1}{2} \text{tr}(\sigma_{n+1}) \mathbf{I} \) with \( \mathbf{I} \) is the second-order identity tensor. If \( f_{n+1}^{\nu} \leq 0 \), yielding does not occur in this step, and then \( \mathbf{\sigma}_{n+1}^{\nu} \) is accepted as \( \mathbf{\sigma}_{n+1} \). This means that the response is elastic and the trial stress and the state variables become the final stress and state variables.

### 3.1.2 Viscoplastic corrector

If \( f_{n+1}^{\nu} > 0 \), \( \mathbf{\sigma}_{n+1}^{\nu} \) cannot be accepted as \( \mathbf{\sigma}_{n+1} \) due to yielding. Then \( \mathbf{\sigma}_{n+1} \) can be written using Eq. [20] as follows:

\[
\mathbf{\sigma}_{n+1} = E : (\mathbf{e}_{n+1}^{\nu} - \mathbf{\epsilon}_{n+1}^{\nu}) = \mathbf{\sigma}_{n+1}^{\nu} - E : \mathbf{\Delta \epsilon}^{\nu}
\]

where \( E : \mathbf{\Delta \epsilon}^{\nu} \) is the plastic corrector.

### 3.1.3 Smoothing of the stress state at yield point

If the initial yield surface has been crossed during the initial trial stress increment, then a smoothing step is necessary to find the stress state at the yielding point. This is shown schematically in Figure 2. If \( \mathbf{\sigma}_{n+1}^{c} \) denotes the stress state at the point where the assumed stress path comes into contact with the initial yield surface, then we can write

\[
\mathbf{\sigma}_{n+1}^{c} = \mathbf{\sigma}_{n} + \beta \mathbf{\Delta \sigma}^{\nu}; \quad 0 \leq \beta \leq 1
\]

where \( \Delta \mathbf{\sigma}^{\nu} = E : \Delta \mathbf{\epsilon} \) is the trial stress increment and \( \beta \Delta \mathbf{\sigma}^{\nu} \) is the portion of the stress increment necessary to bring the trial stress state to the initial yield surface. In this, \( \beta \Delta \mathbf{\epsilon} \) is the proportion of the strain increment at which the viscoplastic behavior is first encountered (i.e. when \( f = 0 \) is reached). Now the condition \( f(\mathbf{\sigma}_{n+1}^{c}, X_{n}, R_{n}, T_{n}) = 0 \) leads to a quadratic equation for the determination of \( \beta \). However, a simple approximate value of \( \beta \) can be obtained by a linear interpolation in \( f \) (Nayak and Zeinkiewicz, 1972), that is

\[
\beta = -f_{c} / (f_{1} - f_{c})
\]

where \( f_{c} = f(\mathbf{\sigma}_{n}, X_{n}, R_{n}, T_{n}) < 0 \) and \( f_{1} = f(\mathbf{\sigma}_{n+1}^{c}, X_{n}, R_{n}, T_{n}) > 0 \). Due to the nonlinearity in the function \( f \), however, \( f(\mathbf{\sigma}_{n+1}^{c}, X_{n}, R_{n}, T_{n}) = f_{2} \neq 0 \) and a small departure from the yield surface is obtained. A more accurate estimate can be obtained from
The portion of the strain increment for elastoplastic deformation is given by 
\[ \beta(1 - \beta) \Delta \varepsilon \] 
and is used as the new given strain increment. Thus, the remaining portion of the trial stress increment beyond the contact stress can be calculated as 
\[ (1 - \beta) \Delta \sigma. \] 
We can then proceed to the next step in the following algorithmic development.

3.1.4 Nonlinear scalar equation

It is seen from Eq. [22] that \( \sigma_{a1} \) can be readily obtained if \( \Delta \varepsilon^p \) is found. For isotropic elasticity, with additive decomposition of total strain and associated flow, the problem can be reduced to solving a nonlinear scalar equation. Therefore, such an equation for the proposed model is sought in the following paragraphs thanks to the first attempts by Simo (see Simo and Hughes, 1998). It should also be mentioned that such a simplification is only possible in the particular case of isotropic elasticity and isotropic viscoplastic constitutive equations. Its immediate generalization to anisotropy was given by Chaboche and Cailletaud (1996), where the minimum number of equations to be solved iteratively is 6 (5 components of the \( \Delta \varepsilon^p \) and the increment \( \Delta \Delta^p \)). It can be noted that the extension to viscoplasticity (as well as to evolution equations containing thermal recovery effects) of a similar return mapping algorithm, has been already given by Chaboche and Cailletaud (1996).

Since the deviatoric part of the second term on the right of Eq. [22] is equal to 
\[ 2G \Delta \varepsilon^p \] 
due to the assumption of elastic isotropy and plastic incompressibility, then using Eq. [18] the deviatoric expression of Eq. [22] becomes

\[ \beta = -f_i((f_i - f_o) - f_i \lambda (N_{a1} : \Delta \sigma_{a1}) \] 

\[ \text{Correction} \] 

\[ \text{Figure 2. Stress smoothing algorithm for an initially plastic point.} \]
\[ \tau_{\text{new}} = \tau_{\text{old}} - 2G\Delta\lambda^p N_{\text{new}} \]  \hspace{1cm} [26]

Combining Eq. [26] with Eq. [14] gives
\[ \tau_{\text{new}} - X_{\text{new}} = \tau_{\text{old}} - 2G\Delta\lambda^p N_{\text{old}} - \sum_{k=1}^{M} X_{\text{old}}^{(k)} \]  \hspace{1cm} [27]

Eqs. [15] and [16] can be rewritten with the aid of Eq. [18] and \( \Delta\rho = \Delta\lambda^p \) as follows
\[ X_{\text{old}}^{(k)} = A_{\text{old}}^{(k)} \left( X_{\text{old}}^{(k)} + \frac{2}{\tau} C^{(k)} \Delta\lambda^p N_{\text{old}} \right) \]  \hspace{1cm} [28]
\[ R_{\text{new}} = B_{\text{old}} \left( R_{\text{old}} + bQ\Delta\lambda^p \right) \]  \hspace{1cm} [29]
where
\[ A_{\text{old}}^{(k)} = \left[ 1 + \eta^{(k)} \Delta\lambda^p \right]^{-1}, \quad B_{\text{old}} = \left[ 1 + b\Delta\lambda^p \right]^{-1} \]  \hspace{1cm} [30]

Substituting Eq. [28] into Eq. [27] yields
\[ \tau_{\text{new}} - X_{\text{new}} = \tau_{\text{old}} - \sum_{k=1}^{M} A_{\text{old}}^{(k)} X_{\text{old}}^{(k)} - \left( 2G + \frac{2}{\tau} \sum_{k=1}^{M} C^{(k)} \right) \Delta\lambda^p N_{\text{old}} \]  \hspace{1cm} [31]

The following equality can be easily obtained
\[ S - X = \sqrt{\frac{\rho}{\tau}} \| S - X \| N \]  \hspace{1cm} [32]

With the aid of the above equality, we can rewrite Eq. [31] as follows:
\[ \sqrt{\frac{\rho}{\tau}} \| \tau_{\text{new}} - X_{\text{new}} \| N_{\text{old}} = \sqrt{\frac{\rho}{\tau}} \| \tau_{\text{old}} - \sum_{k=1}^{M} A_{\text{old}}^{(k)} X_{\text{old}}^{(k)} \| N_{\text{old}} \]  \hspace{1cm} [33]

Taking the tenor product of this equation with \( N_{\text{old}} \) such that \( N_{\text{old}} = N_{\text{old}}^p \) and \( N_{\text{old}} : N_{\text{old}} = 1.5 \), we can then write Eq. [33] as follows
\[ \sqrt{\frac{\rho}{\tau}} \| \tau_{\text{new}} - X_{\text{new}} \| = \sqrt{\frac{\rho}{\tau}} \| \tau_{\text{old}} - \sum_{k=1}^{M} A_{\text{old}}^{(k)} X_{\text{old}}^{(k)} \| - \left( 3G + \sum_{k=1}^{M} A_{\text{old}}^{(k)} C^{(k)} \right) \Delta\lambda^p \]  \hspace{1cm} [34]

Now, using the yield condition at the end of the increment, Eq. [13], we obtain the following expression
\[ Y_{\text{new}} = -\left( 3G + \sum_{k=1}^{M} A_{\text{old}}^{(k)} C^{(k)} \right) \Delta\lambda^p = \left[ \sigma^p + R_{\text{old}} \right] \times \left[ 1 + \left( \eta^p \Delta\lambda^p / \Delta\tau \right)^{\eta^p} \right] \left[ 1 - \left( T_{\text{old}} / T_{\text{new}} \right) \right] \]  \hspace{1cm} [35]

where \( Y_{\text{old}} = \sqrt{\frac{\rho}{\tau}} \| \tau_{\text{old}} - \sum_{k=1}^{M} A_{\text{old}}^{(k)} Y_{\text{old}} \| \). This is the key equation for the numerical method. It represents an algorithmic consistency condition for the considered
internal state variables. The increment for the kinematic hardening flux in Eq. [17] can be written as follows:

$$\Delta \alpha = \sum_{k=1}^{M} \Delta \alpha^{(k)} = \sum_{k=1}^{M} \left( \Delta \alpha^{(k)} - \frac{3\gamma^{(k)}}{2C^{(k)}} X^{(k)} \Delta p \right)$$  \[36\]

Substituting the above equation together with Eqs. [15] and [18] into Eq. [17] yields

$$\rho c_p \Delta T = \left( (Y \mathbf{r} - \mathbf{X}) : N - \frac{3}{2} \sum_{k=1}^{M} \frac{\gamma^{(k)}}{C^{(k)}} X^{(k)} : X^{(k)} - R \right) \Delta \lambda^{vp}$$  \[37\]

The corresponding temperature at $t_{n+1}$ can be written as

$$T_{n+1} = T_n + Z \Delta \lambda^{vp}$$  \[38\]

$$Z = \frac{1}{\rho c_p} \left( (Y \mathbf{r} - \mathbf{X}) : N - \frac{3}{2} \sum_{k=1}^{M} \frac{\gamma^{(k)}}{C^{(k)}} X^{(k)} : X^{(k)} - R \right)$$  \[39\]

Substituting Eqs. [29] and [38] into Eq. [35], a nonlinear scalar equation for $\Delta \lambda^{vp}$ is obtained. This is given as

$$W = Y^{vp}_{n+1} - 3G + \sum_{k=1}^{M} A^{(k)}_{n+1} C^{(k)} \Delta \lambda^{vp} - \left[ \sigma^{vp} + B_{n+1} \left( R_n + bQ \Delta \lambda^{vp} \right) \right]$$

$$\times [1 + (\eta \Delta \lambda^{vp} / \Delta t)] [1 - \left( \frac{T_n + Z \Delta \lambda^{vp}}{T_n} \right)^{n}] = 0$$  \[40\]

where both $A^{(k)}_{n+1}$ and $B_{n+1}$ are functions of $\Delta \lambda^{vp}$ (see Eq. [30]). Eq. [40] can be solved using a local Newton-Raphson method with one variable in each successive iteration. The iterative procedure to find the zero value of $W = W(\Delta \lambda^{vp})$ is then based on the relation

$$\Delta \lambda^{vp}_{n+1} = \Delta \lambda^{vp} - W(\Delta \lambda^{vp}) / W'(\Delta \lambda^{vp})$$  \[41\]

where $W'$ is the gradient with respect to $\Delta \lambda^{vp}$ and is given as

$$W' = \frac{\partial Y^{vp}_{n+1}}{\partial \Delta \lambda^{vp}} - 3G + \sum_{k=1}^{M} A^{(k)}_{n+1} C^{(k)} - \Delta \lambda^{vp} \sum_{k=1}^{M} \frac{\partial A^{(k)}_{n+1}}{\partial \Delta \lambda^{vp}} C^{(k)}$$

$$- \left[ \frac{\partial B_{n+1}}{\partial \Delta \lambda^{vp}} \left( R_n + bQ \Delta \lambda^{vp} \right) + B_{n+1} bQ \right] [1 + (\eta \Delta \lambda^{vp} / \Delta t)] [1 - \left( \frac{T_n + Z \Delta \lambda^{vp}}{T_n} \right)^{n}]$$

$$- \frac{1}{m \Delta \lambda^{vp}} (\eta \Delta \lambda^{vp} / \Delta t)^{m} [\sigma^{vp} + B_{n+1} \left( R_n + bQ \Delta \lambda^{vp} \right)] [1 - \left( \frac{T_n + Z \Delta \lambda^{vp}}{T_n} \right)^{n}]$$

$$+ \frac{nZ}{T_n + Z \Delta \lambda^{vp}} \left( \frac{T_n + Z \Delta \lambda^{vp}}{T_n} \right)^{n} [\sigma^{vp} + B_{n+1} \left( R_n + bQ \Delta \lambda^{vp} \right)] [1 + (\eta \Delta \lambda^{vp} / \Delta t)^{m}] = 0$$
where

\[
\frac{\partial Y_{\alpha+1}^p}{\partial \Delta \lambda^p} = -\frac{1}{\tau} \left( \tau_{\alpha+1} - \sum_{i=1}^{M} A_{\alpha+1}^{(i)} Y_{\alpha+1}^{p} \right) - \sum_{i=1}^{M} \frac{\partial A_{\alpha+1}^{(i)}}{\partial \Delta \lambda^p} X_{\alpha+1}^{(i)} / Y_{\alpha+1}^{p} \quad [43]
\]

\[
\frac{\partial A_{\alpha+1}^{(i)}}{\partial \Delta \lambda^p} = -\gamma^{(k)} \left( 1 + \gamma^{(k)} \Delta \lambda^p \right)^{-2}, \quad \frac{\partial B_{\alpha+1}}{\partial \Delta \lambda^p} = -b \left( 1 + b \Delta \lambda^p \right)^{-2} \quad [44]
\]

The iterations are ended when a desired accuracy in the yield function \( |f_{\alpha+1}| \leq TOL \) falls to within a prescribed error tolerance \( TOL \). The convergence is guaranteed because \( W \) is a convex function of \( \Delta \lambda^p \). See Figure 3 for a geometric interpretation of the elastic predictor/plastic corrector algorithm in the deviatoric stress space.

\[\text{Figure 3. Conceptual representation of the Elastic predictor/viscoplastic corrector algorithm.}\]

It should be noted that for integration points that have already yielded in the previous increment (iteration), that is \( \beta = 0 \), and during the local (within the material algorithm) or global (within the finite element method) Newton-Raphson
iterative process, if the yield function $f$ falls below the effective yield stress $Y$ at the end of the previous increment (iteration), then that point is assumed to have unloaded elastically.

To complete the algorithmic procedure discussed above, there only remains to be computed an explicit expression for the tangent stiffness in order to accelerate the convergence of the finite element solution. In the following we will derive expression for the continuum or elastoplastic tangent modulus to be used if small time steps are used. Furthermore, an expression for the consistent or algorithmic stiffness modulus will be derived to be used for large time steps. In case of large time steps, the consistent tangent modulus may differ significantly from the continuum elastoplastic tangent. Therefore, for finite values of the step time size $\Delta t$, use of the consistent tangent modulus is essential to preserve the quadratic rate of asymptotic convergence that characterizes the Newton-Raphson method (Simo and Hughes, 1998). Moreover, for programmable purposes it is easier to implement the continuum tangent stiffness as compared to the consistent tangent stiffness where for more involved yield conditions some derivatives can be extremely hard to compute if one uses the consistent tangent stiffness. Therefore, for the convenience of the reader both tangent moduli are presented here.

4. Thermo-elasto-viscoplastic Tangent Stiffness Moduli

4.1 Continuum tangent stiffness modulus

In the following, the continuum or elastoplastic tangent stiffness $D_{n+1}^{ep}$ will be derived for the above constitutive equations. For clarity we omit the subscript $n+1$ from the increment of a state variables $\Delta(\cdot)$ in the following development since all the increments are provided at time step $t = t_{n+1}$. The consistency condition, $\Delta f$, can be written as

$$\Delta f = \frac{\partial f}{\partial \sigma_n} \Delta \sigma + \frac{\partial f}{\partial X_n} \Delta X + \frac{\partial f}{\partial R_n} \Delta R + \frac{\partial f}{\partial T_n} \Delta T + \frac{\partial f}{\partial \lambda_n} \Delta \lambda = 0 \quad [45]$$

Substituting $\Delta \sigma$, $\Delta X$, $\Delta R$, and $\Delta T$ from Eqs. [22], [15], [16], and [38], respectively, into the consistency condition, we can obtain a closed form expression for the viscoplasticity multiplier $\Delta \lambda^{vp}$ as

$$\Delta \lambda^{vp} = \left\{2GN : \Delta \mathbf{e} / H \right\} \quad [46]$$

where $H$ is the hardening modulus and is given by

$$H = 3G + C - (\gamma \mathbf{X}_n) : \mathbf{N}_n - b(Q - R_n) \frac{\partial f}{\partial R_n} - \frac{1}{\Delta t} \frac{\partial f}{\partial \Delta p} - Z_n \frac{\partial f}{\partial T_n} \quad [47]$$

where
\[
\frac{\partial f}{\partial R} = -\sigma_{np}[1 + (\eta^p \dot{\rho})^{\lambda_{np}}]1 - (T/T_n)^\gamma 
\]

\[
\frac{\partial f}{\partial \Delta \rho} = -\frac{1}{m} \Delta \rho \sigma_{np}^{\lambda_{np}} \Delta \rho^{\lambda_{np}} [\sigma_{np} + R][1 - (T/T_n)^\gamma] 
\]

\[
\frac{\partial f}{\partial T} = \frac{n}{T} (T/T_n)^\gamma [\sigma_{np} + R][1 + (\eta^p \dot{\rho})^{\lambda_{np}}] 
\]

and \( C = \sum_{k=1}^M C^{(k)} \), \( (\gamma X) = \sum_{k=1}^M \gamma^{(k)} X^{(k)} \). The elasto-plastic tangent stiffness, \( D^p \), is defined by the rate of Eq. [22] along with Eqs. [18] and [46] such that:

\[
D^p = E - (4G^2 / H)N_{n+1} \otimes N_{n+1} 
\]

4.2 Consistent (algorithmic) tangent stiffness modulus

In the following, the consistent or algorithmic tangent stiffness \( D_{n+1} = d\Delta \sigma / d\Delta \varepsilon \) is derived for the above proposed constitutive model. Differentiating Eqs. [18] and [22] gives

\[
d\Delta \sigma = E : (d\Delta \varepsilon - d\Delta \varepsilon^p) 
\]

\[
d\Delta \varepsilon^p = d\lambda \lambda^p N_{n+1} + \Delta \lambda^p \delta N 
\]

\[
d\delta N = Z_{n+1} : (d\delta \tau - d\delta X) 
\]

\[
Z = \sqrt{3/2 \{1 - N \otimes N\} / ||\tau - X||} 
\]

and \( I \) is the fourth-order unit tensor. Differentiating Eq. [46] with the aid of Eq. [54] yields

\[
d\Delta \lambda^p = \frac{2G}{H} \left( Z_{n+1} : (d\Delta \tau - d\Delta X) : \delta \varepsilon - N_{n+1} : d\Delta \varepsilon \right) 
\]

If \( d\Delta \tau \) and \( d\Delta X \) can be expressed in terms of \( d\Delta \varepsilon \), the consistent tangent modulus can be easily obtained according to Eqs. [52]-[56]. Taking the deviatoric part of Eq. [52] and noting \( E : d\Delta \varepsilon^p = 2Gd\Delta \varepsilon^p \) and the deviatoric part of \( d\Delta \varepsilon \) is \( \Gamma' : d\Delta \varepsilon \), the following equation can be derived

\[
d\Delta \tau = 2G \left( \Gamma' : d\Delta \varepsilon - d\Delta \varepsilon^p \right) 
\]
where \( \mathbf{I}' = \mathbf{I} - \frac{1}{2} \mathbf{I} \otimes \mathbf{I} \), represents the deviatoric operation of a tensor. The differential of Eqs. [14] and [15], respectively, gives

\[
d\mathbf{X} = \sum_{k=1}^{M} d\mathbf{X}^{(k)} \tag{58}
\]

\[
d\mathbf{X}^{(k)} = d\mathbf{A}^{(k)} \left( \mathbf{X}_n^{(k)} + \frac{2}{3} C^{(k)} d\mathbf{e}^{y} + \frac{2}{3} A_n^{(k)} C^{(k)} d\mathbf{e}^{y} \right) \tag{59}
\]

From Eq. [30], the differentials of \( \mathbf{A}^{(k)} \) are obtained as

\[
d\mathbf{A}^{(k)} = \frac{\partial \mathbf{A}^{(k)}}{\partial \mathbf{\lambda}^{y}} d\mathbf{\lambda}^{y} \tag{60}
\]

where \( \frac{\partial \mathbf{A}^{(k)}}{\partial \mathbf{\lambda}^{y}} \) is given by Eq. [44]. However, since \( d\mathbf{A}^{(k)} = d\mathbf{X}^{(k)} \) we can write Eq. [58] as

\[
d\mathbf{\Delta} \mathbf{X} = \mathbf{X}_n' d\mathbf{\lambda}^{y} + \mathbf{C}' d\mathbf{e}^{y} \tag{61}
\]

\[
\mathbf{X}_n' = \sum_{k=1}^{M} \frac{\partial \mathbf{A}^{(k)}}{\partial \mathbf{\lambda}^{y}} (\mathbf{X}_n^{(k)} + \frac{2}{3} C^{(k)} d\mathbf{e}^{y}), \quad \mathbf{C}' = \frac{2}{3} \sum_{k=1}^{M} A_n^{(k)} C^{(k)} \tag{62}
\]

Substituting Eqs. [57] and [61] into Eq. [56] produces

\[
d\mathbf{\Delta} \mathbf{\lambda}^{y} = h \left[ (2G \mathbf{\Delta} \mathbf{e} : \mathbf{Z}_{n+1} : \mathbf{I}' + \mathbf{N}_{n+1}) : d\mathbf{\Delta} \mathbf{e} - \left( 2G + \mathbf{C}' \right) \mathbf{\Delta} \mathbf{e} : \mathbf{Z}_{n+1} : d\mathbf{\Delta} \mathbf{e}^{y} \right] \tag{63}
\]

\[
h = \left[ H + 2G \mathbf{\Delta} \mathbf{e} : \mathbf{Z}_{n+1} : \mathbf{X}_n' \right]^{-1} \tag{64}
\]

Substituting Eqs. [54], [57], and [61] into Eq. [53] gives

\[
d\mathbf{\Delta} \mathbf{e}^{y} = 2G (\mathbf{\Pi}_{n+1} : \mathbf{P}_{n+1}) : d\mathbf{\Delta} \mathbf{e} \tag{65}
\]

where

\[
\mathbf{\Pi}_{n+1} = \mathbf{I} + (2G + \mathbf{C}') \left[ 2G h (\mathbf{\Delta} \mathbf{e} : \mathbf{Z}_{n+1}) \otimes (\mathbf{N}_{n+1} - \Delta \mathbf{\lambda}^{y} \mathbf{Z}_{n+1} : \mathbf{X}_n') + \Delta \mathbf{\lambda}^{y} \mathbf{Z}_{n+1} \right] \tag{66}
\]

\[
\mathbf{P}_{n+1} = h (2G \mathbf{\Delta} \mathbf{e} : \mathbf{Z}_{n+1} : \mathbf{I}' + \mathbf{N}_{n+1}) \otimes (\mathbf{N}_{n+1} - \Delta \mathbf{\lambda}^{y} \mathbf{Z}_{n+1} : \mathbf{X}_n') \tag{67}
\]

Substituting Eq. [65] into Eq. [52] gives

\[
d\mathbf{\Delta} \mathbf{\sigma} = \left[ E - 4G^2 (\mathbf{\Pi}_{n+1} : \mathbf{P}_{n+1}) \right] : d\mathbf{\Delta} \mathbf{e} \tag{68}
\]

Finally, an expression for the consistent tangent stiffness \( \mathbf{D}_{\text{alg}}^{\text{ef}} = d \mathbf{\Delta} \mathbf{\sigma} / d\mathbf{\Delta} \mathbf{e} \) is derived as

\[
\mathbf{D}_{\text{alg}}^{\text{ef}} = E - 4G^2 \left( \mathbf{\Pi}_{n+1} : \mathbf{P}_{n+1} \right) \tag{69}
\]

For convenience, a step-by-step description of the algorithm discussed in Sections 3 and 4 is illustrated in the flow diagram presented in Figure 4. It is
noteworthy that assuming the material constants ($E$, $C$, $\gamma$, etc) are temperature dependent makes the hypoelastic stress-strain relation in Eq. [2] is a valid elastic equation and its discretization in Eq. [20] is consistent with the choice and the main equations will not change except additional terms corresponding to the derivative of the material constants as a function of $T$ will appear in the expressions of viscoplastic multiplier $\Delta \lambda_v$ and tangent operators $D^v$ and $D^{alg}$.

![Flow chart of stress integration algorithm combining the successive substitution with the Newton-Raphson method.](image-url)
5. Direct Extension to Finite Strain Hypoelasto-viscoplasticity

For small deformation problems, it is assumed that the difference between the reference configuration and the subsequent configuration is negligible. In this case the selection of stress and strain measures is unique. But for large strain problems, this difference cannot be neglected. The rigid rotation and the objectivity of material must be carefully treated in the constitutive formulation. The selection of stress and strain measures is no longer unique and the material time derivatives of the spatial stresses and strains are not objective. All these facts make the mathematical formulation and numerical analysis of finite strain viscoplasticity troublesome. In this section, an objective stress update algorithm is proposed for finite hypoelasto-viscoplasticity. The proposed procedure is implemented in such a way that the extension from the standard small strain FE code to the finite strain FE analysis is straightforward. The additional computational cost only includes some geometrical manipulations. The efficiency of the presented algorithm relies crucially on the total uncoupling between material and geometrical nonlinearities.

5.1 A corotational formulation

One of the major challenges while integrating the constitutive equations in finite deformation context is to achieve the incremental objectivity, i.e. to maintain correct rotational transformation properties all along a finite time step. However, when we applied time discretization procedures to objective rate constitutive equations, usually the objectivity is achieved in the limit of vanishing small time steps. In order to overcome this problem, a procedure that has now become very popular is first to rewrite the constitutive equations in a corotational moving frame. This corotational frame can be generated in the following way. Given a skew-symmetric tensor, \( \Omega = -\Omega \), (e.g. \( \omega \), the spin tensor \( \Omega = \omega \), \( \Omega = RR^T \), or the relative spin tensor \( \Omega = \omega - RR^T \)), we may generate a group of rotations \( \rho \), by solving

\[
\rho = \Omega \rho \quad \text{with} \quad \rho(t = t_e) = 1
\]

[70]

Now it is possible to generate a change of frame from the fixed Cartesian reference axes to the corresponding rotating axes (corotational axes). The Cauchy stress tensor \( \sigma \) can then be transformed by \( \rho \) as

\[
\dot{\sigma} = \rho^T \sigma \rho
\]

[71]

Differentiating the above equation with respect to time, we obtain

\[
\dot{\sigma} = \rho^T (\sigma - \Omega \sigma + \sigma \Omega) \rho = \rho^T \sigma^\rho \rho
\]

[72]

where \( \sigma^\rho \) is a corotational objective rate of the Cauchy stress. We can also write the rate of the backstress as
\[
\dot{X} = \rho^T \left( \dot{X} - \Omega X + X \Omega \right) \rho = \rho^T \dot{X} \rho
\]  

[73]

In literature many objective rates are introduced, such as: Jaumann, Truesdell, and Green-Naghdi rates. From Eq. [72] we can obtain the Jaumann rate if \( \Omega = \omega \), the Truesdell rate if \( \Omega = \omega - R \dot{R}^T \), and the Gree-Naghdi rate if \( \Omega = R \dot{R}^T \). Moreover, Eq. [72] indicates that a somewhat complicated expression as an objective derivative becomes a rather simple time derivative under the appropriate change of coordinates. This suggests that the entire theory and implementation will take on canonically simpler forms if transformed to the \( \rho \)-system. For more details on this change of coordinates, see for example Simo and Hughes (1998). In the new reference frame, the evolution equations take the simpler form

\[
\dot{\sigma} = \dot{E} \cdot \dot{d} = \dot{E} \cdot (\dot{d} - d^\tau)
\]  

[74]

The constitutive equations in Section 2 can still be used for finite deformations if no distinction between \( d \) (rate-of-deformation tensor) and \( \dot{\varepsilon} \) (rate of small strain tensor), while the scalar quantities remain unchanged. The rate-of-deformation tensor in the unrotated frame can then be written as

\[
\dot{d} = \rho^T d \rho, \quad \dot{X} = \rho^T X \rho, \quad \dot{N} = \rho^T N \rho, \quad \dot{E} = \rho \left( \rho^T E \rho \right) \rho^T = E
\]  

[75]

In order to complete the hypoelasto-viscoplastic constitutive equations in the context of finite deformation, the equations to integrate in the corotational frame are simply reduced to

\[
\dot{\sigma} = E \cdot (\dot{d} - d^\tau)
\]  

[76]

Assuming that the variables of the model at step \( n \) and the incremental displacement field \( \Delta u = x_{n+1} - x_n \) at load step \( n + 1 \) are known, the trial elastic stress for a constant \( E \) can then be given by

\[
\sigma^\tau_{n+1} = \sigma_n + E \cdot \dot{d} \Delta t
\]  

[77]

or, in the Cartesian frame, we can write the trial stress as follows

\[
\sigma^\tau_{n+1} = \rho_{n+1} \sigma^\tau_{n+1} = \rho_{n+1} \left( \rho^T \sigma \rho + E \cdot \dot{d} \Delta t \right) \rho^T
\]  

[78]

Using the polar decomposition \( F = RU \), we can write

\[
\dot{d} = \rho^T d \rho = \frac{1}{2} \rho^T R \left( U U^{-1} + U^{-1} U \right) R^T \rho
\]  

[79]

Eq. [78] can then be simplified in the following way. Let us assume that the reference configuration is the configuration at time \( t = t_s \) (update Lagrangian formulation). This implies that
Moreover, let us assume that
\[ \rho_n = 1 \]  
[80]
which implies that Eq. [79] reduces to
\[ \dot{\rho} = \frac{1}{\tau} \left( \dot{U} U^{-1} + U^{-1} \dot{U} \right) \]  
[82]
The use of the midpoint rule results in
\[ \dot{\Delta} = \frac{1}{\tau} \left( \Delta U U^{-1} + U^{-1} \Delta U \right) \]  
[83]
where \( \Delta U \) and \( U_{n+\frac{1}{2}} \) in the above relation are
\[ \Delta U = U_{n+1} - U_n, \quad U_{n+\frac{1}{2}} = \frac{1}{\tau} \left( U_{n+1} + U_n \right) \]  
[84]
We can then express the trial elastic stress, Eq. [78], as follows
\[ \sigma^{(\nu)}_{n+1} = R_{n+1} \left( \sigma_n + \frac{1}{\tau} E : \left( \Delta U U^{-1} + U^{-1} \Delta U \right) \right) R_{n+1}^T \]  
[85]
In Eq. [85] we need to calculate the inverse of \( U \). However, a simpler expression for the trial stress, which can be easily implemented using VUMAT or UMAT user material subroutines in the ABAQUS finite element code, can be obtained by adapting the following assumptions. Let us assume the following exponential map of \( U \), such that (Simo and Hughes, 1998):
\[ U(t) = \exp \left[ \left( t - t_n \right) C / \Delta t \right] \]  
[86]
where \( C \) is a constant tensor to be determined. Upon time differentiation of Eq. [86] we obtain
\[ \dot{U}(t) = \frac{C}{\Delta t} \exp \left[ \left( t - t_n \right) C / \Delta t \right] \]  
[87]
Substituting the above equation into Eq. [82], yields
\[ \dot{\Delta} = \frac{C}{\Delta t} \]  
[88]
The tensor \( C \) is simply determined using the following compatibility conditions:
- in the reference configuration \((X, t_n)\): \( U(t_n) = \exp(0) = 1 \)
- in the current configuration \((x, t_{n+1})\): \( U(t_{n+1}) = \exp(C_{n+1}) \)

From these two conditions, rewriting \( U(t_{n+1}) = U_{n+1} \), it results in that
which implies that $C$ is the (incremental) natural strain tensor between the reference configuration and the current one. Hence, the trial elastic stress tensor in Eq. [78] can be evaluated by the following simpler expression than that in Eq. [85], such that

$$\sigma_{n+1}^e = R_{n+1} (\sigma_n + E : C_{n+1}) R_{n+1}^T$$

The final mapped stress is given in Eq. [92]. In the above procedure, it is essential to realize that:

- $F = RU$ are incremental tensors; it can be seen from Eq. [83] and Eq. [89] that the proposed procedure is trivially incrementally objective. In the case of rigid body motion, $U_{n+1} = U_n$ and $\dot{U} = 0$ or $\ln U = 0$, thus the stress tensor will be updated exactly by the relation $\sigma_{n+1} = R\sigma_n R^T$, whatever the amplitude of the rotation;

- the rotation tensor $R$ is directly and exactly computed from the polar decomposition and not from the (approximate) numerical integration of the rate equation $\dot{\rho} = \Omega \rho$ over the time interval $[t_n, t_{n+1}]$;

- in the proposed procedure, $R$ only needs to be evaluated once per time step. This is different from the schemes proposed in Simo and Hughes (1998), where it needs to be evaluated twice per time step;

- all kinematic quantities are based on the deformation gradient $F$ over the considered time step, a quantity that is readily available in a nonlinear finite element code like ABAQUS.

For more details about the computation of the rotation tensor $R$ and the logarithmic tensor $C$ the reader is referred to Simo (1992) and Mahnken (2000). Now if $f (\sigma_{n+1}, X_s, R_s, T_s) \leq 0$, the process is clearly elastic and the trial stress is in fact the final state. On the other hand, if $f (\sigma_{n+1}, X_s, R_s, T_s) > 0$, the Kuhn-Tucker loading/unloading conditions are violated by the trial stress which now lies outside the generalized viscoplastic yield surface. Consistency, as shown in Section 3, is restored by a generalization of the radial return algorithm to rate-dependent problems. The viscoplastic corrector problem may then be rephrased as (the objective rates reduce to a simple time derivative due to the fact that the global configuration is held fixed):

$$\Delta \sigma = -E : d^\nu \Delta t = -\Delta \dot{\lambda}^\nu E : N_{n+1} = -2G\Delta \dot{\lambda}^\nu N_{n+1}$$

such that the elastic-predictor/viscoplastic corrector step yields the final stress as

$$\sigma_{n+1} = \sigma_{n+1}^e - 2G\Delta \dot{\lambda}^\nu N_{n+1}$$
Utilizing the above procedure, we can use the computational algorithm in Sections 3 and 4 in the finite deformation context such that no distinction is made between the rate-of-deformation tensor and the rate of small strain tensor and that the trial elastic stress is calculated using Eq. [90] or Eq. [85]. Therefore, once Eq. [40] is solved for $\Delta \lambda^\nu$ we can update the current stress in Eq. [92] and the other thermodynamic conjugate forces. Therefore, it should be emphasized that, with the exception of the nonlinear kinematic term $d$, the discretized constitutive equations are identical to those presented in Sections 3 and 4 for its small strain counterparts. Thus, the above procedure provides a material-independent prescription for extending small-strain updates into finite deformation range within the framework of a hypoelastic formulation (i.e. within the framework of additive decomposition of the rate-of-deformation tensors).

5.2 Finite deformation elasto-viscoplastic tangent moduli

Use of the consistent modulus, as opposed to the continuum modulus, is imperative in preserving the asymptotic rate of quadratic convergence in the Newton-Raphson method for the global finite element problem. The proposed finite deformation scheme indicates that a somewhat complicated expression for an objective derivative becomes a rather simple time derivative under the appropriate change of coordinates. Therefore, the expressions for the continuum tangent modulus and the consistent tangent modulus derived in Sections 4.1 and 4.2, respectively, can be used as they are in the proposed finite deformation context. However, conceptually (see Figure 5) for a graphical illustration, the continuum tangent operator $D^\nu$ is given by

$$\sigma^V = D^\nu : d$$  \hspace{1cm} [93]

$$D^\nu = \lim_{\Delta x \to 0} \frac{\sigma_{x,\Delta x} - \sigma_{x}}{\Delta x}, \quad \Delta x = x_{i+\Delta t} - x_i$$  \hspace{1cm} [94]

whereas the consistent (algorithmic) tangent operator $D^{\text{Alg}}$ is given by

$$d\sigma^V = D^{\text{Alg}} : dd$$  \hspace{1cm} [95]

$$D^{\text{Alg}} = \lim_{\Delta x \to 0} \frac{\sigma_{i+\Delta t}^{(i)} - \sigma_{i+\Delta t}^{(i)}}{\Delta x}$$  \hspace{1cm} [96]

where $i$ is the iteration number and

$$\Delta x = x_{i+\Delta t}^{(i)} - x_{i+\Delta t}^{(i)}$$  \hspace{1cm} [97]

where all the values appearing in the continuum tangent operator are taken from equilibrated configurations, which is generally not the case for the consistent tangent operator. Therefore, it should be emphasized again that, with the exception of the nonlinear kinematic term $d$, the continuum or consistent tangent elasto-viscoplastic
operators are identical to its small strain counterparts presented in Eqs. [51] and [69], respectively. Thus, the above procedure provides a material-independent prescription for extending small-strain updates into finite deformation range within the framework of a hypoelastic formulation.
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**Figure 5.** Continuum and consistent tangent operators. Configurations represented by a solid line have a physical meaning, while dotted lines represent non-equilibrated configurations that only have a numerical existence. (a) Continuum tangent operator; (b) consistent tangent operator.

6. Numerical Examples

In this section, some numerical examples are presented to verify the implementation of the proposed viscoplasticity constitutive model using the commercial finite element program ABAQUS (2003). The algorithmic model presented in the previous section is coded as a UMAT user material subroutine of
ABAQUS/Standard (2003) and as a VUMAT user material subroutine of ABAQUS/Explicit (2003). ABAQUS/Standard is used for static as well as steady state dynamic problems and it uses implicit integration algorithms; while, ABAQUS/Explicit is mainly used for high transient dynamic problems and it uses explicit integration algorithms. For information about the way to implement material models in ABAQUS/Standard or ABAQUS/Explicit consult the reference manuals of ABAQUS (2003).

6.1 Uniaxial tension

The results from this example of axial tension are based on one element. This example is conducted in order to demonstrate the capability of the finite element formulation to capture the strain rate and temperature sensitivity. The material constants are recorded in Table 1. From the physical stand point, it is important to realize that the introduction of viscosity in the elastic-plastic constitutive model introduces the notion of rate-dependent and delayed material response. The controlling time factor is not the relaxation time \( \eta^n \) itself, but rather the relative time \( t / \eta^n \). Figure 6 shows the response to simple tension for different values of the relaxation time \( \eta^n \) and the reference temperature \( T_o \). It can be seen that as increases the material response is harder and as the temperature increases the material response is softer. Moreover, Figure 7 shows the stress-strain response at various strain rates and for various values of the rate-exponents \( n \). Note that at high strain rates \( (\dot{\varepsilon} = 10^7 / \text{sec}) \) before relaxation (i.e. for \( \eta^n = 0 \)), the stress of the viscoplastic material exhibits a value substantially higher than that of \( \sigma \), and that the lower the strain rate (e.g. \( \dot{\varepsilon} = 10^5 / \text{sec} \)), the more the viscoplastic material resembles its underlying model of \( \eta^n = 0 \). Finally, note the existence of a strain-rate dependent asymptotic response for different values of the rate-exponent (see Figure 7(b)).

**Table 1.** Material constants for 316 stainless steel.

| \( C_i \) = 30,000 MPa | \( b = 8 \) | \( \Upsilon = 0.9 \) | \( C_p = 452 J / \text{kg.K} \) |
| \( \gamma_i = 60 \) | \( E = 204 GPa \) | \( T_o = 295 K \) | \( \eta^n = 1 \times 10^{-8} \text{s} \) |
| \( Q_o = 14 \text{MPa} \) | \( \sigma_{op} = 490 \text{MPa} \) | \( T_w = 1800 \text{K} \) |
| \( Q_m = 300 \text{MPa} \) | \( \nu = 0.33 \) | \( n = 1 \) |
| \( q = 10 \) | \( \rho = 7850 \text{kg/m}^3 \) | \( m = 0.94 \) |
6.2 Cyclically loaded notched bar

This example is chosen to demonstrate the capabilities of the viscoplasticity kinematic hardening rule in simulation of cyclic loading and ratcheting. An axisymmetric notched bar subjected to uniaxial strain cycling with a non-zero mean strain is discussed (Figure 8(a)). The geometry and finite element mesh of the problem are shown in Figure 8(b), and a 2D axisymmetrical four-noded element mesh is employed. Due to symmetry a quarter of the notched bar is shown in Figure 8(b). Small deformation is assumed in this example. The material constants are listed in Table 1. Figure 8(c) shows the cyclic response at the notch due to a strain
control loading. It can be seen from this figure that the proposed integration algorithm is successful in simulating a nonlinear kinematic hardening behavior with smooth transition from the predominantly elastic to inelastic behavior.

Figure 8. Axisymmetrical finite element mesh of a notched-bar subjected to cyclic loading. (a) Strain-control loading, (b) geometry and mesh, and (c) stress-strain response at the notch.

6.3 Necking of a circular bar

Necking in a bar is a well-known test in theoretical/computational nonlinear solid mechanics and has been considered by many researchers. This problem poses
the most severe test to a finite strain inelasticity formulation. Therefore, this problem
is used to check the validity of the proposed finite strain approach. A circular bar,
with a radius of 6.413mm and a length of 53.334mm, is subjected to uniaxial tension
up to a total axial elongation of 10mm and a rate of loading of 0.2 m/s (Figure 9).
For an ideal case of a perfect specimen, necking can start in any section of the
specimen. In order to replace such a problem with multiple solutions by a problem
with unique solution a geometric imperfection of 1% radius reduction is introduced
to induce necking in the central part of the bar. The material parameters are listed in
Table 2.

Table 2. Material properties for the necking of a circular bar.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C'_c$</td>
<td>193.8 MPa</td>
</tr>
<tr>
<td>$b$</td>
<td>16.93</td>
</tr>
<tr>
<td>$Y$</td>
<td>0.9</td>
</tr>
<tr>
<td>$C_p$</td>
<td>452 J/kg.K</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
</tr>
<tr>
<td>$E$</td>
<td>206.9 GPa</td>
</tr>
<tr>
<td>$T_o$</td>
<td>0 K</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>0.0025 s</td>
</tr>
<tr>
<td>$Q_o$</td>
<td>265 MPa</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>450 MPa</td>
</tr>
<tr>
<td>$T_m$</td>
<td>1800 K</td>
</tr>
<tr>
<td>$Q_s$</td>
<td>0 MPa</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.29</td>
</tr>
<tr>
<td>$n$</td>
<td>1.0</td>
</tr>
<tr>
<td>$q$</td>
<td>0</td>
</tr>
<tr>
<td>$\rho$</td>
<td>7850 kg/m$^3$</td>
</tr>
<tr>
<td>$m$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 9. Problem description of a necking of a circular bar. (a) The circular
bar geometry, mesh, and boundary conditions. (b) Three dimensional shape
corresponding to quarter of the bar.
Four different meshes consisting of 50, 200, 400, and 800 four-noded elements with reduced integration, corresponding to one quarter of the specimen, are considered in order to assess the accuracy of the discretization [Figure 10(a)]. Their

Figure 10. Necking of a circular bar. (a) Finite element meshes of 50, 200, 400, and 800 elements, respectively. (b) Deformed patterns (the dashed lines represent the initial configuration).
corresponding initial and final deformed shapes are shown in Figure 10(b). The results in Figure 10(b) show that the proposed finite strain approach preserves the objectivity of the numerical results. Almost the same necking radius is observed for the four meshes. Figure 11 represents the history of the deformation for the 400 elements mesh corresponding to 2.5, 5, 7.5, and 10 mm of total elongation.

The contours of the effective plastic strain and the Cauchy stress components $\sigma_{e}$ and $\sigma_{z}$ for the four considered meshes are shown in Figures 12, 13, and 14, respectively, after a total of 10 mm of axial elongation. It is shown that objective results are obtained for different meshes, which are almost independent of mesh refinement (i.e. minor mesh dependency is encountered).

In Figure 15(a) and 15(b) we examine the mesh sensitivity of the numerical results to subsequent mesh refinement. Figure 15(a) shows the ratio of the current radius ($R$) to the initial radius ($R_o$) at the necking section versus the ratio of the axial elongation ($\Delta L$) to the initial length ($L$) for the four meshes of 50, 200, 400, and 800 elements. Figure 15(b) shows the applied nominal stress versus the axial elongation. These figures corroborate the relative insensitivity of the numerical results to the mesh refinement.
Figure 12. Contours of the effective viscoplastic strain for (a) 50 element mesh, (b) 200 element mesh, (c) 400 element mesh, and (d) 800 element mesh.
Figure 13. Contours of the Cauchy stress component in the radial direction $\sigma_r$ (N/m$^2$) of the (a) 50 element mesh, (b) 200 element mesh, (c) 400 element mesh, and (d) 800 element mesh.
Figure 14. Contours of the Cauchy stress component in the axial direction $\sigma_z$ (N/m²) of the (a) 50 element mesh, (b) 200 element mesh, (c) 400 element mesh, and (d) 800 element mesh.
It is imperative to mention that with the use of the small strain algorithm, no global softening behavior is observed. With the contribution of geometrical nonlinearity, however, one observes the global softening at around 10% deformation, even though, locally, the material shows hardening behavior (see Figures 11 and 15). Moreover, the computation in this example is in the quasi-static range and, therefore, the viscosity only brings a characteristic time and no characteristic length.

Figure 15. Necking of a circular bar. Numerical study of the sensitivity of the calculation with respect to the mesh refinement. (a) Necking ratio versus elongation. (b) Stress versus elongation.
It should be emphasized that in the work of Wang and Sluys (2000), their model showed that when necking takes place, the mesh dependence reappears despite the use of viscoplastic regularization. However, from Figure 15 no mesh sensitivity is encountered even at high strain levels. This also supports the efficiency of the proposed computational algorithm for finite strain problems.

6.4 Strip in tension-shear band problem

The role of the viscoplastic regularization in setting the character of the governing differential equations and in introducing a length scale is illustrated by considering shear band development in a simple plane strain strip subjected to low impact loading. The plastic deformation of polycrystalline solids incorporates microscopically localized deformation modes that can be precursors to shear localization. Localization of deformation into narrow bands of intense straining has been found to be an important and sometimes dominant deformation and fracture mode in metals, granular ceramics, polymers, and metallic glasses at high strains and strain rates. Once localization bands form, the strains inside them can become very large without contributing much to the overall deformation of the body.

Theoretically, for rate-independent solids localization is associated with loss of ellipticity of the equations governing incremental equilibrium. Furthermore, finite-element solutions exhibit inherent mesh dependence, and the minimum width of the band of localized deformation is given by the mesh spacing. This is clearly an undesirable state of affairs and stems from the character of the continuum equations. This drawback in the classical inelasticity arises from the fact that they do not possess any information about the size of the localization zone and, therefore, a length scale has to be incorporated. The numerical results deal with the finite deformation behavior and localization of uniaxially loaded rectangular specimens with clamped straight ends. Calculations are performed for plane strain conditions and by the aid of the viscoplasticity theory presented here that includes implicitly a material length scale. Therefore, viscoplastic models such as the one presented in this paper is well-suited for analyzing viscoplastic localization problems in solid mechanics.

Now let us consider a two-dimensional initial boundary value problem for a specimen of length 100 mm and width 20 mm. The bottom side of the specimen is fixed and the topside is movable. The loading is enforced by a velocity profile shown in Figure 16 that acts at the free end of the specimen. Four mesh discretizations of 8×25, 15×50, 25×70 and 30×100 meshes are used with eight-noded rectangular elements. The constitutive parameters used in the computation are listed in Table 1; however, a fundamental relaxation time of $\eta^o = 0.01 \text{s}$ is used. Time increments of the order $10^{-8} \text{s}$ are used in order to satisfy the stability criteria. The numerical analysis is performed in the environment of the finite element program ABAQUS/Explicit through the implementation of a VUMAT material subroutine. The simulation considered only the viscoplasticity behavior without damage.
The results presented below are focused on the distribution of the effective viscoplastic strain at the final state of localization. Figures 17 and 18 show clearly the localized regions of intense shear at the end of localization ($t_f = 700 \mu s$). Note
that due to the inhomogeneity introduced by the clamped boundary conditions, no geometric imperfections are needed to initiate localized deformation modes. From Figures 17 and 18 we can easily observe the intense equivalent plastic strain distributions that show the width and the location of the shear band development. For other cases, not reported here, for large viscosity the plastic deformations are diffused over the whole specimen and the localization does not manifest itself.

Figure 18. Study of mesh sensitivity. Contour plots of the effective viscoplastic strain for 8×25, 15×50, 25×70, 30×100 finite element discretizations.
The deformed configurations shown in Figure 17 indicate the formation of a neck and a pronounced shear band of almost a mesh independent band width for the four finite element discretizations. Moreover, Figure 18 shows that the magnitude and the distribution of the equivalent plastic strain are almost independent of the mesh refinement. Figure 19 shows the equivalent viscoplastic strain field along the horizontal axis of the specimen at the center of the shear band. It can be seen that the coarse mesh (8×25) gives a slightly different distribution of the equivalent viscoplastic strain; while, as we refine the mesh identical results are obtained. Figure 20 shows the evolution of the shear band at different loading times. From a numerical point of view, the viscosity helps in constraining the deformation process at the initial state of inelasticity while the local strain rate is very high. As the shear band is fully developed, the influence of viscosity decreases. Therefore, the prediction of the deformation process is more accurate and robust with a consistent viscoplastic tangent stiffness.

It is imperative to note that it is observed from results that are not reported here that with increasing viscosity, the probability at which the results becoming mesh independent is decreased. Also, for very high viscosity values no localization is observed, but necking behavior is observed. Moreover, as we increase the deformation to very high strain values, we observe initially the development of shear bands which is followed at a later stage by the evolution of a necking failure mode. Quadratic rate of convergence remains during the complete deformation process.
Figure 20. Evolution of the equivalent viscoplastic strain for the 25x70 mesh.
7. Conclusions

A computational framework for the thermodynamically consistent thermo-elasto-viscoplastic constitutive equations proposed by Voyiadjis et al. (2004) has been presented. The proposed algorithms are simple extensions of the classical radial return scheme for rate-independent problems to rate-dependent problems. The proposed algorithm is unified in the sense that the same routines are able to integrate both elasto-plastic and elasto-viscoplastic models. The scheme is very inexpensive and the consistent tangent modulus can be obtained in a closed form. The proposed computational framework can be generalized to more involved criteria than the $J_2$-flow plasticity criterion.

The infinitesimal thermo-viscoplastic equations and computational algorithms are adapted for finite deformations with little reformulation. Mathematically, the finite constitutive framework has a concise form similar to that of the infinitesimal thermo-viscoplasticity theory. This mathematical similarity leads to an advantage on the numerical side. In other words, this mathematical and computational framework can be easily coded in a FEM program with minor reformulation to include finite deformations. The proposed finite deformation scheme is based on a hypoelastic stress-strain representation and the proposed elastic predictor/viscoplastic corrector algorithm allows for total uncoupling of the geometrical and material nonlinearities. Therefore, the proposed procedure can be implemented independently of the material-specific details of the constitutive model.

It has been found that the relaxation time (viscosity) has the regularization effect on the description of the strain localization problem. The analysis of a circular bar, which exhibits a necking failure mode, and a plane strain strip under tension, which exhibits strain localization, show that the deformation patterns as well as the viscoplastic strain distribution is independent of the finite element size.

An important mechanical behavior accompanying finite plastic/viscoplastic deformations is the evolution of damage in the material. However, the present framework is restricted to infinitesimal/finite strain thermo-elasto-viscoplasticity. The mechanical response caused by material damage is not considered in this paper. However, the mathematical formulation by Voyiadjis et al. (2004) includes coupled thermo-elasto-viscoplastic and damage constitutive relations. The incorporation of damage effects should be an issue of interest and will appear in a forthcoming paper.
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